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ABSTRACT  
Over the coming decades we will require assistive technologies capable of providing, care, human dignity and 

quality of life through the aging process. Social Assistive Robots (SARs) start to demonstrate a high potential for 

being used in the areas of social and healthcare by promoting a wide range of activities such as supervision, 

entertainment or cognitive and physical assistance. Such close Human Robotics Interactions (HRIs) are likely to 

involve ethical scenarios that need to be addressed during the development and progressive introduction of SARs. In 

this article we investigate the current state of the art of HRI benchmarks for guiding the development and 

introduction of SARs with vulnerable groups. We extend such benchmarks based on a qualitative study of the 

introduction of SARs by analysis drawing on the ethical principles of beneficence, non-maleficence, justice, 

autonomy and incorporating a social care ethos. The study, which examined the issues involved in practical HRIs 

was conducted in social care settings with elderly groups. As a result we propose an extension of HRI benchmarks 

to be incorporated in a Roboethics framework for the development and introduction of SARs in elderly care. 
 
KEYWORDS: HRI, SARS, BENCHMARKS, ELDERLY CARE, ROBOETHICS.  
 

INTRODUCTION  
Robotics as a multidisciplinary science demonstrates considerable potential to be used to provide support in social 

care contexts. The first generation of Social Assistive Robots (SARs) are likely to deliver cognitive assistance, 

supervision, entertainment and even companionship for elderly groups. To date SARs have been used in care homes 

through the form of robotic seals (Paro) or robotic helpers (careOBot, Kompai). Robotic seals have been used for 

comforting and relaxation exercises whereas robotic helpers have been tested as an extension of caregiving 

activities. The introduction of SARs in any setting raises a number of ethical questions which go beyond the 

practical safety considerations which must be addressed. In particular there are considerations of independency 

versus human contact, privacy and the wellbeing of elderly groups. In the context of elderly care such questions 

require significant articulation between the cardinal medical ethical principles (beneficence, non-maleficence, 

justice, autonomy) and a social care ethos. So, when introducing SARs the dichotomy between what is ethically 

acceptable and the elderly perspectives’ has yet to be fully explored. 
 
The potential benefits of SARs are high but their introduction must be carefully managed to minimize the risks. To 

deal with such challenges it will be necessary to provide appropriate guidance as to how the risks can be effectively 

managed. One way of achieving this is through the development of Roboethics frameworks that can help developers 

and potential users to interact and benefit as much as possible from SARs interactions. 
 
In this paper we first review existing guidance for the introduction of SARs and identify limitations in the area. 

Drawing on the work of Feil-Seifer and Matarić (2009) we extend their HRI benchmarks of safety, scalability, 

autonomy, imitation, privacy, understanding of domain and social success. These HRI benchmarks are then 

extended based on the results of practical robotic workshops conducted with elderly groups, together with analysis 

drawing on the cardinal medical ethical principles and a social care ethos. We propose that the extended benchmarks 

provide a solid foundation for a Roboethics framework for the development and introduction of SARs in elderly 

care. 
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LITERATURE REVIEW  
Roboethics is a new field of study that tries to “develop scientific, cultural, technical tools for deploying robots into 

a wide range of social groups and beliefs” Veruggio, Solis and Loos (2011). On the same line of though, computer 

ethics has been a topic of discussion since 1950s (Wiener 1950). It includes ethical issues related to automated 

machines, networks, responsibility, security, artificial intelligence and more. Today such topics are integral part of 

discussion in information systems and communication technologies. 
 
As we introduce robotics technologies to vulnerable groups such as the elderly, questions around the ethics of 

Human Robotics Interactions (HRIs) come into play. Robots can move around and have an effect in 

constrained/unconstrained environments. In addition to safety, robots add the notion of presence which brings 

questions around acceptability, usability and privacy. 
 
Due the ageing phenomenon worldwide it is likely that technological assistance could become a pivotal point for 

extending human levels of care. Robotics advancements have the potential to assist ageing populations through 

supervision, cognitive assistance and entertainment. In that domain SARs represent a promising technology that 

results from the intersection between assistive robots and social interactive robots Feil-Seifer and Matarić (2005). 

SARs potential is based on the outcomes of HRIs in terms of convalescence, motivation, coaching and rehabilitation 

(Feil-Seifer and Matarić 2009). For now it is noticeable that many computer ethics challenges around safety and 

privacy are inherited by SARs technologies. In elderly care the sensitivity of HRIs in assistive care requires 

articulation between the core ethical principles of beneficence, non-maleficence, autonomy, justice and social care 

ethos. Such analysis may condition our human decision to have or not SARs during our ageing phase. 
 
A growing body of work is building around Roboethics and the use of SARs, identifying the issues which might 

arise around their use. For example Veruggio (2006), Sharkey and Sharkey (2011), EUROP (2009), Johnson et. al 

(2014),Yamazaki et.al (2014), Feil-Seifer and Matarić (2009) discuss the topic of SARs developments and potential 

use with vulnerable groups but they do not propose ethical frameworks/tools for guiding its development and 

progressive introduction. 
 
However Feil-Seifer and Matarić (2009) demonstrate significant concern in terms of SARs potential guidance and 

introduction with vulnerable groups. They propose a set of HRI benchmarks related to robotics technology and 

social interaction. In the area of robotics technology (table 1) Feil-Seifer and Matarić (2009) identify two 

benchmarks “Safety” and “Scalability” whereas in the social interaction domain “Autonomy”, “Imitation”, 

“Privacy”, “Understanding of Domain” and “Social Success” are proposed. 

 
Robotics   technology Social interaction 
(HRI benchmarks) (HRI benchmarks) 

   

Safety Autonomy  
   

Scalability Imitation  
    

 Privacy   
   

 Understanding of 
 domain (HRI Task 
 benchmark)  
    

 Social success (HRI 
 Task benchmark)  
    

 
TABLE 1 - FEIL-SEIFER HRI PROPOSED BENCHMARKS FEIL-SEIFER, MATARIĆ AND SKINNER 
(2007) 
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However such benchmarks are mainly inspired by psychology and do not contemplate an ethical analysis on its core 

development. Another point here deals with the inexistence of guidelines on how to deliver SARs technologies to 

validate/implement current HRI benchmarks. 
 
Equally important is the inclusion of social care ethos as an exercise for listening to people’s perspectives, 
expectations, dignity and choices throughout their care that involves SARs. 
 
At this point it is understandable that we must enrich current HRI benchmarks knowledge with both an interpretation 

of the core ethical principles but also considering social care ethos. Such exercise will contribute to the new 

curriculum of Roboethics. 
 
Method 
 
Due the practical dimension of HRIs, robotic workshops were prepared for interaction with elderly groups in five 

institutions in the UK and Portugal. The robotic workshops were determinant for testing current HRI benchmarks.  

The study had 74 elderly participants plus caregivers, institutional managers and relatives. The robotic workshops 

took place in care home settings (in-situ) which meant a richer set of observations to be registered and post 

analyzed. 
 
The researcher and robots were performing in common extra care environments (e.g. lounge and communal areas) 

with the supervision of caregivers. The robots (table 2) were controlled in real time by a researcher. Ten sessions 

were delivered as entertaining exercises taking place once per week in five extra care institutions. 
 
The robotic workshops involved 50cm humanoid robots (RS Media, RS V2) programmed with songs and 

choreographies. Two mobile robotics platforms (Rovio and D45) were used to demonstrate supervision, medication 

and tasks reminders routines. Lastly robotic seals and robotic cats were also used as comforting and relaxation 

exercises with elderly groups. 
 
In this study the research methodology employed was an interpretivist philosophy using qualitative methods that 
involved elderly people’s observations, interviews and informal comments analysis. 
 
The initial stage of research dealt with data collection where elderly participants were observed, interviews were 

conducted and people’s comments and concerns were registered. Once the raw data was obtained, it was stored for 

further processing. This took forms of video recordings, field notes, reports and memory recalls during the 

workshops. On the last stage the data was analyzed. This involved reviewing the collected data and start classifying 

it. After classification we moved to the coding stage. The coding indexed the processed data during the robotic 

workshops combined with the ethical analysis of the HRI benchmarks. The final step was the interpretation of the 

previous analyzed elements to build up the research findings. 

 
 Robotics Activity Institutions Participants  

 technologies      
       

 RS  V2,  RS Humanoid Wallfields  74  

 Media robots court;    

  teleoperated   to Centro    

  play Social e   

  choreographies Paroquial    
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 (tell jokes, play Alentejo;   

 songs and Rivercare;   

 dance).  Lar do  
   monte   

   velho;   

   Acolhimento  

   jardim rosa;  

     
Rovio, D45 Mobile webcam Wallfields  74 

 robotic  court;   

 platforms for Centro   

 demonstrating Social e  
 monitoring and Paroquial   

 supervision  Alentejo;   

 (medications Rivercare   

 and tasks).  (Rovio)   

   Lar do  
   monte   

   velho;   

   Acolhimento  

   jardim rosa;  
     

Robotic Robotic animals Wallfields  74 
seals, used as court;   

robotic cats relaxation  Centro   

 exercises  Social e  
 (petted).  Paroquial   

   Alentejo;   

   Rivercare;   

   Lar do  
   monte   

   velho;   

   Acolhimento  

   jardim rosa;  
    

TABLE 2 - ROBOTIC TECHNOLOGIES USED 
 

 
REFRAMED HRI BENCHMARKS  
In this section a revised interpretation and categorization of Feil-Seifer’s HRI benchmarks is proposed. Thereby the 

new interpretation of Feil-Seifer’s benchmarks results from a combination of the ethical analysis involving the core 

ethical principles of beneficence, non-maleficence, autonomy, justice aligned with social care ethos and the 

qualitative analysis resulting from practical robotic workshops with the participation of elderly groups conducted by 

Espingardeiro (2014). 
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SAFETY 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 1 - SAFETY 
 
Safety (figure 1) is of primary importance in any type of technological application. However in SARs safety could take 

several categories. In terms of proxemics during the robotic workshops and interviews the elderly participants were not 

afraid of the robots presented. In fact comments were made in interview 1 “hey robot come here” or “do you have bigger 

robots?”.  An interesting point to consider is the FOV of the HRIs. Elderly participants preferred to have a robot 

performing in their line of sight. In terms of the ethical principles of non-maleficence and autonomy aligned with social 

care ethos we concluded that SARs have to be designed in ways that promote user safety. However enough freedom 

should be provided to elderly users when it comes to make their choices relative to having or not SARs complementing 

their care. It is also important to highlight that the elderly cognitive capabilities tend to get reduced with time so periodic 

check-ups should be made to guarantee the elderly safety (physical, psychological) and to better inform their decisions 

about care. Cognitive decline serves as reference for analyzing elderly responses. 
 
It requires constant supervision to check if the HRIs are acceptable and don’t have visible opposite effects. 

Thereby in the benchmark of safety we are proposing the categories and subcategories of physical safety, 

proxemics (FOV, distances) and cognitive decline. 
 
PHYSICAL SAFETY  
Physical safety is associated with existing technology (proximity sensors, emergency buttons) and HRI protocols to 

prevent a robot from harming human beings. During the robotic workshops Espingardeiro (2014) no significant 

levels of distress were detected when robots navigated around care/extra facilities. In interview 1 the majority, 

(98%) of the residents mentioned that they were not afraid of the presented robots. However it is also interesting to 

note that some residents asked if the humanoid and mobile robots autonomous behavior was safe enough. In 

interview 2 comments included “is the robot safe?” or “can it avoid obstacles?”. Also in interview 3 we got less 

positive reactions to the demonstrations of D45. Comments were issued around the aesthetics of the robot “what a 

strange machine”, “are you sure it is safe?”. 
 
Robotic safety systems are being developed to contemplate a wide range of scenarios such as promoting individuals 
physical safety and welfare. However physical safety is still related with the human ability to abide by safety 
standards (e.g. ISO) and to become self-aware of dangerous situations. In the case of elderly groups such capabilities 
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are often reduced due to the aging process and thereby physical safety is a complex area in terms of technical 
development but also in terms of human supervision schemes. 

  
PROXEMICS  
In SARs proxemics Hall (1959) might be applied to study distances (the use of space on human interpersonal 

communication). The distances practiced between a SAR and a human being may become essential to determine the 

degree of confidence resulting from such HRI. During the robotic workshops Espingardeiro (2014) it was found that 

almost all (98%) of the residents were comfortable with the distances that the humanoid robots were performing 

(15cm - 40cm). In interview 1 we heard comments such as “hey robot come here” or “that is amazing! Look how 

the robot moves”. Conversely we had less positive responses in interview 3 when D45 tried to navigate closer to 

individuals. Comments were issued such as “what kind of machine is that?” or “is it really safe?”. Proxemics is 

therefore likely to change according to the individual’s cognitive and physical capabilities but also with the type of 

robotic aesthetics presented to vulnerable groups. Similarly the notion of FOV could become determinant in such 

HRIs e.g. having a robot performing in front, back or sideways of a user might be perceived differently. In the case 

of the humanoid robots (87%) of the individuals preferred to have a robot on their site instead of working behind 

them. 
 
COGNITIVE DECLINE  
Lastly safety in SARs could not only be confined to physical safety. When working with elderly groups researchers 

must be aware of the sensitivity of such groups and thereby selecting the right SARs delivering schemes seems 

crucial. As an example in the robotic workshops Espingardeiro (2014) (interview 3) we experienced some 

preliminary notions of robotic animals’ attachment that need to be considered in the category of cognitive decline. 

Scenarios were common where female participants were asking for the robotic cats or seals and wanted to keep the 

robotic animals for longer periods of time. Comments were made “when we will have the cats?” or “did you bring 

the seals today?”. In certain cases female participants were even reluctant to give the robots back and we had to 

gently justify that this was a group exercise. 
 
Cognitive decline occurs naturally throughout ageing however the effects of incorrect levels of SARs exposition are 

still unknown. At this stage we have to try to understand and balance the advantages and dangers of SARs and adapt 

our delivering methods to best serve elderly groups. 
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SCALABILITY 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 2 - SCALABILITY 
 
 

In scalability (figure 2) we wanted to understand the role of SARs interfaces in HRIs. SARs are likely to offer 

different interfaces that could be adapted to different users’ requirements and circumstances. During the robotic 

workshops the interfaces demonstrated during the humanoid robots, mobile robots and robotic animals were well 

received. In the humanoid robots and mobile robots caregivers had the opportunity to control both the humanoids 

and the mobile robots in real time. In interview 3 they didn’t report any usability issues when operating the robots 

and comments were made “if possible we would like to control these robots in the future”. Equally important is to 

highlight that SARs are currently being tested mainly in robotic labs and controlled environments. A question arises 

relative to the validity of such interactions with human participants. In the case of this research we conducted “in-

situ” robotic workshops which translated a richer set of qualitative elements. Therefore scalability deals also with 

the adaptability of SARs interfaces to different users’ requirements and spaces. Additionally we found that 

scalability might also deal with understanding cultural traits Kitano (2006) particular to the audiences and regions 

where HRIs take place. As Lyman and O'Brien (2003) mention the transmission of culture is complex and could be 

manifested in many forms. For earlier anthropologists such as Boas (1907) cultural traits represented observable 

elements of human culture that could be defined broadly enough to be comparable across cultures on a global scale, 

but were not restricted to any specific domain of culture. However as Lyman and O'Brien (2003) mention the lack of 

consensus towards the theoretical concept of “cultural trait” is aggravated due to the scale versus comparability of 

the concept. In current anthropology cultural traits are being studied as units of cultural transmission with possible 

properties that can be analytically discussed and considered in cultural evolution. To help conceptualize some of the 

cultural traits properties as units of transmission Lyman and O'Brien (2003) suggest that cultural traits could be 

expanded “into smaller parts” by giving the example of a “recipe” that involves ingredients and rules in its 

conception. At the heart of this discussion is the comparability nature that cultural traits carry across different 

cultures. It is important to recognize that despite the wide range of examples cited as cultural traits e.g. dialect, 

stories, songs, habits, skills, inventions those are transmitted from person to person or from culture to culture which 

brings important considerations to the domain of SARs. On the same line of thought in the context of this article we 

will consider cultural traits as dialects, songs or jokes that can reinforce the outcome of HRIs. As a result in UK and 

Portugal we have programmed the humanoid robots with such elements. The experiences proved to be successful 
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and no differences were found in terms of users’ responses in UK and Portugal. It is likely that we will need a new 
category in scalability to consider cultural elements that can be programmed in SARs. 
 
In terms of the ethical principles of non-maleficence, autonomy and justice aligned with social care ethos it is 

important to highlight that more research is needed in care environments. The setups and assumptions recreated in 

robotic labs and dedicated scenarios are not likely to translate the real ethical issues arising from the contact between 

SARs and elderly groups. In terms of non-maleficence it is important to remember that to date the level of care 

depicted in SARs is nowhere comparable to the level of human care. So it is important to acknowledge the potential 

advantages and dangers arising from HRIs with elderly groups. In terms of the ethical principle of autonomy 

attention is needed with the type of robotic interfaces provided to the elderly groups and how those can be adapted 

to different users’ requirements and circumstances. Such selection of interfaces could influence the elderly decision 

towards having or not SARs to complement their care. 
The investigation of potential cultural traits that can reinforce the outcome of the HRI should be considered and 

social care ethos plays an important role in understanding potential users’ responses. In the benchmark of scalability 

we are proposing the categories of adaptability of robotic interfaces to different users and spaces and cultural 

elements. 
 

 
ADAPTABILITY OF ROBOTIC INTERFACES  
The use of different interfaces that can match users’ requirements could be a direction to follow. During interviews 
1,2,3 we didn’t found any differences in terms of elderly responses in UK and Portugal. 
 
CULTURAL ELEMENTS IN SARS  
Scalability is inherently related with cultural elements arising from deploying robots in different cultures. Cultural 
traits such as dialect, music and jokes could contribute to reinforce the outcome of the interaction between SARs and 
elderly groups. As an example the humanoid robots were programmed with local dialect, songs and jokes both in 
UK and Portugal. It is likely that ethnographic studies could help to understand the content delivered by SARs and 
the interfaces displayed in HRIs. 
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IMITATION 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 3 - IMITATION 
 
 
Imitation (figure 3) is directly related to the aesthetics of robots. However aesthetics is a complex issue that could 

involve anthropomorphism, zoomorphism, colours, ergonomics and scale. Aesthetics could become a combination 

of the previous elements and take different configurations that are applied into different robotics scenarios. Within 

SARs we might not need any anthropomorphism, or need to achieve only a few notions in order to transmit 
credibility and comforting interfaces when advising for example elderly people during their daily tasks. During the 

robotic workshops we presented robots with different types of aesthetics. The humanoid robots resembled an 

anthropomorphic figure with head, arms, torso and legs. During the interviews we made comparisons with pictures 

of more and less anthropomorphized robots. Elderly participants tend to prefer the more robotic look but still 

maintaining the basic anthropomorphic elements of head, arms, torso and legs. Equally we have tested several 
colours associated to the humanoid robots and the elderly participants did in fact respond positively to the different 

colours presented. Such fact points to the possible personalization of colours to reinforce HRIs. Another important 

qualitative element dealt with the fact that the elderly participants asked for bigger robots. Comments were made in 

interview 1 “do, you have bigger robots?” (Espingardeiro 2014). It seems the result of the HRI was positive but 
somehow the elderly did expect a different notion of scale associated to the humanoid robots. According to ethical 

principles of beneficence, non-maleficence aligned with social care ethos in aesthetics scale played an important 

role. Similarly ergonomics could become determinant in SARs. We believe the elderly perception of SARs 

aesthetics is crucial to build pleasant interactions that can benefit their care. In addition non-maleficence highlights 

the notion of not harming elderly individuals. As we saw important considerations must be taken in SARs product 
design. Aesthetics should be balanced to achieve good levels of HRIs with elderly groups. Thereby in the 
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benchmark of imitation we are proposing the following categories and subcategories: aesthetics (anthropomorphism, 
zoomorphism, hybrid, colours, ergonomics and scale). 
 
ANTHROPOMORPHISM  
A robot could look more or less like a human being depending on its objectives. Categories may range from non-

anthropomorphic to fully anthropomorphic. In the robotic workshops we made comparisons Espingardeiro (2014) 

between more anthropomorphized robots and less ones. A majority, (75%) of the residents tended to prefer the more 

robotic look instead of the android aspect that looks like a human being. 

 
ZOOMORPHISM  
Similarly a robot could become a replica of an animal. Categories may range from non-zoomorphic to fully 
zoomorphic robots. In the robotic workshops Espingardeiro (2014) fully zoomorphic robots were used (seals and 
cats). Interviews 1 and 3 revealed that they were both successfully with elderly groups. Comments included “lovely 
robots” or “when can we have the cats again 
 
HYBRID  
It is important to retain that the levels of anthropomorphism and zoomorphism depend on the target robotics 

application and have to be balanced between the advantages and disadvantages emerging from their exposition to 

potential vulnerable users. In robotics aesthetics hybrid notions could take place and behaviours could result both 

pleasant and uncomfortable for vulnerable groups. The hybrid category contemplates notions ranging from machine 

(robotic) aspect associated to more or less anthropomorphic or zoomorphic aesthetics. 
 
It seems aesthetics plays such an important role in HRIs. As an example during the robotic workshops Espingardeiro 
(2014) (interview 3) elderly residents expressed comments around the D45 hybrid aesthetics: “what a strange 
machine”, “is it safe, though…”. There is no complete answer to robotics aesthetics, however the qualitative action 
of studying a SAR prototype within the proximity of their target groups is a plausible route to establishing desirable 
aesthetics for a given robotic application. 
 
COLOURS  
When it comes to colours in interview 2 Espingardeiro (2014), (56%) of the residents selected the orange and grey 
colours of the RS Media robot as their favorite set. However we also found that the elderly residents manifested 
themselves positively when it comes to selecting a colour for their robots. The colours displayed on robots could 
reinforce the HRI and it could become a personalized element in the future of SARs. 
 
ERGONOMICS  
Ergonomics could be applied to robotics and the user impression on usability might be influenced by the type of 
physical structure or adaptability of the robotic system to the user needs. 
 
SCALE  
Despite the target robotic application, the machine’s functionalities could be underestimated if there is a reduced or 

disproportional notion of scale. In interview 1 Espingardeiro (2014) we had elderly comments such as “have you got 

bigger robots?” or “small robotic dolls” even beyond the perceived sense of success delivered by the use of such 

robots. 
It seems that aesthetics and scale play a crucial role in HRIs. Such fact led me to add robotic presence in the social 
success benchmark. Robotic presence could result in the combination of robotics aesthetics and scale. 
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AUTONOMY 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 4 - AUTONOMY 

 
 

Autonomy (figure 4) in robotics is a broad subject. In the context of elderly care autonomy could be classified into 

different categories. In autonomy we wanted to understand the notion of SARs displayed autonomy and how those 

could be translated in terms of elderly care (Espingardeiro 2014). We started by investigating the elderly opinions 

and expectations towards the humanoids and mobile robots autonomous behaviour. We found that the elderly were 

supportive of such levels of displayed autonomy however the intergenerational contact was very important as well. 

Comments were typically made across institutions “we enjoy the robots, but we will also like you”, “it is good that 

you are here…”. During the conversations with staff and relatives we also agreed that the level of displayed 

autonomy in SARs has to be calibrated according the elderly cognitive and physical limitations. In terms of the 

ethical principles of beneficence, non-maleficence and autonomy aligned with social care ethos we concluded that 

SARs displayed autonomy should be incorporated into robots in ways that benefit and not harm elderly groups. 

Attention should be taken into situations where an elderly person might be in pain or suffering so displayed 

autonomy should stop and wait for the human caregiver input. It is also important to remind that the elderly 

cognitive capabilities get reduced in time so periodic check-ups should highlight and better inform the role of SARs 

in elderly care. 
 
A common perspective of caregivers and care receivers is that human contact has to be maintained in the exercise of 

care. Thereby a crossing between the possible levels of displayed autonomy and supervision schemes that involve 

human contact must be researched. In the benchmark of autonomy we are proposing the following categories and 

subcategories: displayed autonomy (autonomous systems, semi-autonomous systems, teleopereated), supervision 

scheme (autonomous supervision, semi-autonomous supervision, human supervision) and human contact. 
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DISPLAYED AUTONOMY  
Autonomous systems are robots or devices that can operate fully without human intervention. To date, such type of 

robots are only used in industrial environments. However, future artificial intelligence developments will allow 

more autonomy to be implemented in SARs. On the second level we identify semi-autonomous systems which are 

characterized by the ability to respond autonomously to certain stimulus (inputs) and environments. Such systems 

are mainly teleoperated by human beings in remote locations however they can also be instructed by task driven 

objectives which involve a certain level of autonomy (e.g. instructing a robot to clean only a certain area of a room). 

Lastly we have fully teleoperated systems which are based on human control through a remote location. In the 

robotic workshops Espingardeiro (2014) we have used two displayed autonomous categories. In the first example 

(teleoperation) we controlled the humanoid and mobile robots manually. In the second example the robots 

performed autonomous maneuvers under our supervision. In interview 2, we found that most (69%) of the residents 

preferred to have me controlling the robot as a safety procedure however they also mentioned that they enjoyed my 

presence and artistic performance. Comments were made “we enjoy the fact that you are here with us”, “robots are 

amazing, but we also like your presence”. Such perspective reinforces the need for human contact in SARs levels of 

autonomy. Still in interview 2, (31%) of the individuals also expressed uncertainty and fascination towards the high 

degree of autonomy that SARs displayed. Comments included “the robot is going to crash” or “wow, it can avoid 

obstacles”. 

 
SUPERVISION SCHEME  
As we saw above human contact and human supervision schemes are essential in SARs. In SARs one of the main 

objectives is to assist vulnerable groups. This topic was debated in interview 2 Espingardeiro (2014) with staff and 

relatives. It was discussed that autonomy might need different levels of supervision according to each individual 

elderly case. So far three possible levels of robotics supervision schemes were identified in the exercise of care. The 

first one is denominated autonomous supervision which involves a high level of autonomy for monitoring its users. 

These could include scenarios such as having sensors monitoring human signals and behaviours in real time to be 

processed by AI algorithms. In essence the machine is completely autonomous when monitoring the patient’s 

activity and has the capacity to alert the competent authorities if high levels of uncertainty arise or something goes 

outside the programmed patterns. Next we have the semi-autonomous supervision mode which includes partial 

supervision of humans by machines and partial supervision by human carers. Such manifestations could include 

robots and devices that monitor walking gaits or detect user “falls” etc. On the other hand these are robots that can 

be remotely operated to supervise and interact with vulnerable groups through a machine interface that includes the 

robot itself. The same scheme includes regular caregivers (physical) visits to check if an elderly user is feeling 

comfortable or needs extra assistance. This is likely to be the direction that SARs will be taking during the next 

decades. Lastly we have the current human supervision model (non-robotic, 100% human) deployed in extra care 

facilities worldwide. 

 
HUMAN CONTACT  
Despite the identified categories of displayed autonomy and supervision schemes human contact is of primary 

importance. In interview 2 Espingardeiro (2014) we proposed that human contact should be agreed by the 

assessment panel that supervises HRIs. Similarly during interview 2 elderly residents’ comments included “we enjoy 

the fact that you are here with us”, “robots are amazing, but we also like your presence”. Such perspective reinforces 

the need for human contact in SARs levels of autonomy. 
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SOCIAL SUCCESS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 5 - SOCIAL SUCCESS 

 
In social success (figure 5) we are looking to potential qualitative elements that can build and reinforce the success 

of HRIs with elderly groups. The first point is to try to understand what is the objective of such HRIs with elderly 

groups and what are the possible emerging questions (advantages and disadvantages) arising from those. In terms of 

users responses we started by analyzing if the elderly did preferred listening music from a robot or a classical radio 

(Espingardeiro 2014). They did prefer the robot however issues were raised relative to the quality of the audio on the 

robot itself. An enquiry was also made relative to the use of more or less robotized voices. The elderly preferred the 

more robotized voice used in the humanoid robots. 
 
Equally important was to understand the users’ body language when the researcher gave and retrieve a ball from the 

robot in close proximity to the elderly. We found that the elderly were not afraid of the robots and were in fact 

supportive of close HRIs. In terms of personalization elements we did investigate if the elderly were supportive of 

uploading their favorite songs to the robots (or have someone that could do it for them). The response was positive. 

On the same line it is important to mention that ethnographic considerations did play an important role in defining 

the content to be programmed into the humanoid robots. Across the 5 different institutions investigations were made 

relative to language, songs and jokes that could be programmed into the robots. Thereby such qualitative elements 

are likely to reinforce the outcome of the HRI. In terms of cognitive assistance we demonstrated potential scenarios 

where a SAR reminds the elderly about their medications and daily tasks. The elderly were supportive of such 

actions. 
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In social success we found that the notion of robotic presence could become determinant for the outcome of the 

HRI. In the D45 workshop elderly participants were doubtful about the potential of such robot. D45 had no 

significant aesthetics work and didn’t had any anthropomorphic elements. In interview 3 comments were addressed 

“what strange machine is that”. It was clear that D45 didn’t achieve the notion of robotic presence among the 

audience. Conversely on the humanoid robots workshops they were programmed specifically to entertain elderly 

groups by performing choreographies and playing music. They were successful however the notion of scale could 

reinforce their robotic presence. In interview 1 comments were made towards the size of the robots “do you have 

bigger robots?”. 
 
On the robotic animals sessions robotic seals and robotic cats were used as relaxation exercises for the elderly. We 

did found that in the case of the robotic animals the notion of robotic presence was completely achieved. The elderly 

seemed to interact and engage well with the robotic seals and cats. Such success even led to situations where female 

participants were reluctant to give the robots back. In interviews 2 and 3 comments were common “when we will 

have the robotic seals” or “you can leave the cats with us until next week”. Thereby considerations must be taken in 

terms of any signs of attachment between the elderly groups and SARs. We believe the calibration and supervision 

of HRIs plays a key role in the robotics exercise. It is important also to remind that the methods used to deliver 

SARs are important. Prior to the interactions we should try to synthesize the objectives of such interactions and how 

to better deliver such interactions to vulnerable groups. Elderly people often suffer from physical and cognitive 

limitations in which new forms of motivation and activities need to be performed by presenters and researchers 

when conducting HRIs. 
 
In terms of the ethical principles of beneficence, non-maleficence and justice aligned with social care ethos we 

found that the humanoid robots and robotic animals’ exercises were activities that contributed to build a new 

qualitative dimension aligned with the beneficence of elderly groups. Equally important is to consider the dynamic 

of HRIs as elderly groups often lack of motivation. Thereby the content programmed into SARs and the presenting 

methods are crucial elements to be considered. In the non-maleficence principle attention should be directed to any 

signs of “attachment” towards SARs. We believe the exposition of vulnerable groups to such SARs technologies is 

possible but it needs constant supervision schemes. In terms of the ethical principle of justice if such SARs 

technologies could be used in the future it is important to address questions around the access of such technologies 

to the highest number of people. In social care ethos it is important to remember that people behaviours, opinions 

and expectations towards SARs can translate important qualitative elements to reinforce the nature of HRIs. 
 
In the benchmark of social success we are proposing the categories and subcategories of: type of robotic application 

delivered and emerging questions, users’ responses (body language, confidence, level of communication and 

socialization), personalization elements, robotic presence, attachment, ethnographic studies and methods used to 

deliver SARs. 
 
TYPE OF ROBOTIC APPLICATION DELIVERED AND EMERGING QUESTIONS  
Initially we have to clarify the type of robotic application used and what is the main objective in terms of HRI. This 

exercise is likely to reveal potential questions and answers that we want to expand through the form of existing HRI 

benchmarks. It seems the simple answer of “yes” or “no” doesn’t include enough extension for understanding some 

of the emerging challenges of SARs. 

 
USERS’ RESPONSES 
 
Social success in SARs has to try to explain why, how and when social success seems to be valid. Thereby the 
mechanisms by which we can qualitatively and quantitatively measure the results of HRI have to be yet researched.  
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Such mechanisms could include analyzing users’ responses in terms of body language, confidence, level of 

communication and socialization displayed during HRIs. It is important to stress that independently from the level of 

autonomy displayed and autonomous supervision schemes there are several stakeholders involved in SARs (user, 

robot, human supervisor (caregiver)). As we saw in interview 2 Espingardeiro (2014), it is recommended that the 

supervised HRIs could be analyzed in conjunction with an assessment panel possibly formed by e.g. researchers, 

staff and families. Beyond that it is also important to retain the notion of content programmed and personalization in 

SARs. Such balance could make the HRI more or less successful. As we saw in interview 2 there are elements in 

HRIs such as colours or voices played that could become personalizable and contribute for higher levels of 

immersion during the interactions. 

 
ROBOTIC PRESENCE  
Robotic presence is a result of how well imitation is perceived within SARs however it is also dependent on the 

aforementioned human responses resulting from the robot’s behaviour. In elderly care, people are less likely to 

interact with SARs that do not transmit any sense of technological presence e.g. robots full of wires. This was 

particularly true in interview 3 Espingardeiro (2014) when D45 was demonstrated to the elderly groups. Comments 

were made “strange machine” or “are you sure it is safe?”. Conveying robotic presence in SARs is equally related 

on how well the human machine interfaces are available to a user and the generic HRI experience is perceived. 

 
ATTACHMENT  
Social success could become successful but also develop notions of attachment on individuals. During the robotics 

workshops we identified notions of attachment when it came to the robotic animals activities. Especially in 

interview 3 Espingardeiro (2014), elderly residents were constantly commenting “when we will have the robotic 

cats?” or “you can leave them with us”. Also their body language traits demonstrated high levels of connection with 

both seals and cats and in some cases they were reluctant to give the robots back. 
 

 
ETHNOGRAPHIC STUDIES INFORMING SARS CONTENT 
 
Social success also derives from the content programmed into a SAR. Thereby ethnographic studies could contribute 
to the overall result of SARs if there is affinity between man and machine. 
 
METHODS USED TO DELIVER SARS  
Lastly the methods used to conduct robotic activities with the participation of vulnerable groups have to be weighted 
also. Researcher and staff worked together towards the social success (interviews 2 and 3) of the robotic workshops 
Espingardeiro (2014). The presenting methods seemed to work well with vulnerable groups. As an example theories 
of communication (Cohan and Shires 1996) and groups dynamics (Lewin 1947) become extremely relevant to read 
the audiences responses and to adapt the presenter scheme, skills and robot behaviour for selecting the best 
approaches to deliver SARs with elderly groups. 
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UNDERSTANDING OF DOMAIN 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 6 - UNDERSTANDING OF DOMAIN 
 
 

Understanding of domain (figure 6) deals with the need for SARs to perceive the social dynamics around them. 

However to date such interpretation is still too futuristic as robots can’t detect accurately situations where an elderly 

user is in pain or suffering. 
 
During the robotic workshops Espingardeiro (2014) we were interested in understanding if the elderly really 

understood the message transmitted by the robots. Through the interviews we found that the elderly participants 

understood the general idea of the workshops. The humanoid robots, robotic seals and cats were perceived as 

entertainment activities. When it came to ROVIO and D45 the elderly understood that such robots are being 

developed for providing medication, task reminders and telecare applications. In terms of the ethical principle of 

non-maleficence aligned with social care ethos it is important to remember that to date SARs levels of care are 

nowhere comparable to human care. On the same line it is crucial to check if elderly users really understand the 

message delivered by SARs. Scenarios such as medication reminders are crucial “does the person really understands 

which medication to take and the timing?”. Thereby social care ethos plays an important role in listening to people’s 

voices and understanding their real perceptions towards SARs. 
 
In the benchmark of understanding of domain we are proposing the categories of perceived message and robotics 
understanding and adaptation to different users and environments. 
 
PERCEIVED MESSAGE 
 
Questions such as: is the message delivered by a robotic system equally perceived by vulnerable groups? And is 

such message continuously perceived with aging, e.g. if a robot reminds someone to take their medication at a 

certain hour of the day does the person really understands that message? This involves human supervision and the 

delegation of such analysis to an assessment panel. During the robotic workshops Espingardeiro (2014) we 

simulated some medication scenarios where a robot would remind people to take their medication. From the results 

in interview 3, (97%) of the residents understood the idea of having a machine reminding them about their 

medications, daily tasks and access to telecare. 
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ROBOTICS UNDERSTANDING AND ADAPTION 
Following Feil-Seifer’s perspective the robotics understanding and adaption deals with the futuristic capability of 
 
SARs to identify and adapt themselves to different human scenarios (e.g. social dynamics) and changing 
environments. 
 
 
PRIVACY 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 7 - PRIVACY 
 

In privacy (figure 7) we were interested to investigate the current level of privacy involved in SARs supervision of 

elderly groups. In privacy there is a fuzzy barrier between the access to sensitive information and identifying 

sources. In this research Espingardeiro (2014) we believe privacy is more related to the identifying sources available 

during SARs supervision of vulnerable groups such as the elderly. Thereby during the interviews we found that the 

elderly were supportive of contacting their GPs or caregivers through a robot itself. The notion of supervision 

through telecare was demonstrated with ROVIO and D45. Relatively to having a SAR patrolling common areas or 

following people in care homes (e.g. lounge, corridors) the elderly participants were supportive of such actions. 

However when it comes to personal medication reminders and remote assistance some issues were raised relative to 

the location where such monitoring takes place. Comments were issued Espingardeiro (2014) “the bedroom isn’t 

really a choice because of dressing and privacy issues”. It seems we will need different types of privacy associated 

to the use of SARs in elderly care. Such categorization might be associated with the nature of the supervision 

sources: active, passive or hybrid. Equally important in privacy is the notion of traceability in situations where SARs 

can trigger alarms for example when an elderly person might need help. Due to the sensitive nature of supervision it 
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is likely that we will need operational and user logs to be able understand what is happening in the context of the 

robot internal system and what the human expected behaviour is. It is likely that such information must be encrypted 

and protected from unwanted access. 
 
In terms of the ethical principles of beneficence, autonomy and justice aligned with social care ethos the supervision 

methods and cognitive characteristics of SARs are being developed towards the benefit of the elderly. It is also true 

that such technologies raise ethical issues around supervision versus privacy. The ethical principle of autonomy 

reinforces the elderly right to make their own decisions about care. Thereby in social care ethos it is important to 

read peoples’ concerns and suggestions. The exercise of investigating privacy has to be guided towards listening and 

advising elderly groups when it comes to select their own levels of privacy. Thereby in privacy were are proposing 

the categories and subcategories of type of privacy (active, passive, hybrid, location of such interactions), 

traceability, operational logs, user logs and encryption methods. 

 
TYPE OF PRIVACY  
Active privacy deals with scenarios where the user agrees to concede permission to be filmed or recorded by a robot 

for purposes of autonomous supervision and semi-autonomous supervision modes. Active privacy uses active and 

real time media sources audio/video that are processed by a machine to trigger actions. On the other hand passive 

privacy deals with the use of passive sources to determine the same type of actions. Passive privacy encompasses the 

use of sensing inputs that are not related with the direct identification of the human user. Examples range from 

sensing individual biological data to 3D silhouettes collected during the normal life of vulnerable groups. Hybrid 

privacy is a mixture of both active privacy and passive privacy where passive and active sources are processed by a 

robot. In all three privacy categories there is a common question related to the location (physical space) where such 

robotic supervision takes place e.g. living room, kitchen, corridor etc. As an example during interview 3, elderly 

residents issued comments such as “the bedroom, isn’t a good location for a robot”, “maybe the lounge will be 

better”. 

 
TRACEABILITY 
Traceability is a complex area that needs to be weighed against the advantages and disadvantages in SARs. The 

ability of a robotic system to trace the location of human users is something that has to be previously agreed (e.g. 

robotic license agreement) by its potential users or supervising teams. 

 
OPERATIONAL LOGS  
Due the high complexity of robotic systems and inherent liability it is important to have log systems on all A.I 
decisions. 

 
USER ACTION LOGS  
Similarly it is important to have log systems on all user deliberate actions. 
 
ENCRYPTION METHODS 
Wireless communications in robotics, security protocols and encryption methods are essential to be updated for 
guarantying users’ information and privacy. 
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ROBOTIC INFORMATION SYSTEM 
 
 
 
 
 
 
 
 
 
 

FIGURE 8 - ROBOTIC INFORMATION SYSTEM 
 

In this research we separate robotic information system (figure 8) from privacy. In privacy we were primarily 

concerned with the identifying sources that are possible in supervision routines (e.g. video/audio). In robotic 

information system we are considering the elderly sensitive information that researchers, caregivers or robotic 

operators can have access to program in SARs. Sensitive information such as medications lists, tasks, medical 

history or financial background raises questions such as: who can access the elderly sensitive information and what 

are the elderly users’ safeguards?. During the robotic workshops Espingardeiro (2014) we interviewed the elderly on 

this topic. We found that the elderly participants were positive about providing their personal details, medication 

lists and daily tasks to caregivers to program them into the robot. When it comes to the ethical principles of 

beneficence, autonomy and justice aligned with social care ethos we should consider the challenges around dementia 

and Alzheimer. Assistive technologies such as SARs need to be developed to cognitively assist elderly groups. The 

introduction of SARs can provide benefits to elderly people by reminding them about their medications and daily 

tasks. However the ethical principle of autonomy also reinforces the right to make decisions about personal levels of 

care. According to this research such crossing is possible. However it is important to retain that social care ethos 

plays an important role in communicating and reading people’s attitudes towards SARs. Access to sensitive 

information has to be carefully approached and must constitute a vehicle for promoting the wellbeing of elderly 

groups. In the robotic information system benchmark we are proposing the category of access to information. 

 
ACCESS TO INFORMATION 

 
Access to information addresses questions such as: what information does a robot programmer or robotic system has 

the right or privilege to obtain, in which conditions and safeguards? How and when information can be accessed and 

used? We are primarily dealing with users’ personal information that can be provided to caregivers and robot 

operators for enriching HRIs. 
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USABILITY TESTING 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 9 - USABILITY AND TESTING 
 
 

In usability and testing (figure 9) we reinforce the notion of testing SARs. Usability and testing could cover 

extensive testing exercises to see if SARs comply with safety procedures. Prior to the robotic workshops 

Espingardeiro (2014) all the robotic platforms involved in this study were extensively tested. It is important to 

highlight that robots are complex machines involving electronics, mechanics and software. Any emerging faults 

both on hardware, ergonomics or software could influence its counterpart and the whole robot might not work as 

expected. Thereby we will probably need functional testing phases associated to the life cycle of SARs. Because 

SARs family is broad it is likely that interfaces and usability will play crucial roles. It is important to assure that 

staff and users who deal with SARs have enough preparation/training to do so. Thereby we will probably have a 

learning curve associated to SARs usability. 
 
In terms of ethical principles of beneficence and non-maleficence aligned with social care ethos it is important to 

highlight that usability and testing works towards the benefit of HRIs. Functional testing is a crucial phase for 

identifying product design issues that can be dangerous for elderly users. As part of non-maleficence it is important 

to highlight the staff training that should occur prior to HRIs. Lastly in social care ethos it is important to reinforce 

the notion of reading people’s attitudes and expectations when it comes to SARs usability and outcomes of HRIs. 
 
Thereby users HRIs observations and interviews are important qualitative elements that can reinforce the quality of 

care. In the benchmark of usability and testing we are considering the categories of functional testing, potential 

users’ HRIs observations and interviews and learning curve. 
 
FUNCTIONAL TESTING 
 
An exhaustive functional testing of a robotic device is required as such phase can identify emerging product 

faults and improve product design and user safety. 
 
POTENTIAL USERS HRIS OBSERVATIONS AND INTERVIEWS 
 
It is recommendable to test the emerging robotic prototypes in conjunction with their target groups. Such testing 
isn’t solely a functional perspective, but indeed a qualitative journey to users’ impressions and relationships formed 
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with such type of robots that could dictate new requirements and safeguards for better robotic products and human 

experiences. As we saw during the course of this research, users’ impressions, attitudes and expectations were 

crucial to uncover ethical issues that can be addressed in the research and development stages of SARs. 
 
LEARNING CURVE 
 
An important aspect to consider in robotics usability testing deals with the learning curve of the available robotic 

user interfaces. A SAR must become a pleasant experience to use in different scenarios including teleoperation, 

autonomous and semi-autonomous supervision schemes. In interview 3 we looked to how carers could adapt 

themselves to some of the existing robotic interfaces (humanoids and mobile robots). In the case of the humanoids 

and mobile robots Espingardeiro (2014) the usability experiences were positive with comments such as “yes I can 

control one of these”, “yes I would like to do it in the future”. 
 
LIABILITY 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 10 - LIABILITY 

 
Although this study didn’t research specifically into the topic of liability we believe that at the overall it can 

contribute to better understand some of the liability (figure 10) issues involved in SARs. Due the complexity of 

SARs it is likely that we will need the creation of a robotic user license agreement. Such document could specify 

items such as the manufacturing guarantee, the conditions in which the device has been tested and warnings or 

disclaimers about the improper use methods that can compromise users’ safety. On the same line it is likely that 
SARs residual risks and misuse are no different from other technologies that humans have been dealing with in the 

past. Thereby user liability should be contemplated by law. As SARs are likely to use wireless points and internet 

connections, devices and protocols should enforce the integrity of data transactions and the privacy of robotic users. 

Due the role of SARs in care, unwanted access or control of such robots by non-authorized personnel should be 

considered by law. As other types of sensitive technologies SARs are likely to involve insurance policies. Such 

agreements will consider a wide range of unexpected outcomes and risks derivated from the use of SARs. In terms 

of the ethical principles of beneficence, non-maleficence and justice aligned with social care ethos it is important to 

highlight the seriousness involved in SARs interactions. Liability in SARs has to be well informed both by 

manufacturers and developers, care staff and elderly users. Such exercise works towards the beneficence of 

manufacturers’, caregivers and care receivers. It is equally important to highlight the notion of not harming 

vulnerable groups with the use of SARs technologies. Such guarantee is far from certain but the ethical principle of 

non-maleficence should be part of SARs development and life cycle. Lastly it is important to address the need for 
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more communication and information of elderly groups towards the potential use of assistive technologies in their 

care. Social care ethos reinforces the link between caregivers and care receivers by listening to people’s concerns 

and expectations towards the first generation of SARs. In the benchmark of liability we are considering the 

categories of manufacturing guarantee, user liability, robotic system hacking and third party liability and insurance.  

 
MANUFACTURING GUARANTEE 
 
Manufacturing guarantee must be presented to SARs users. It states manufacturers and users responsibilities. 

However due to the complexity of a robotic system, liability on manufacturing is likely to include agreements, risk 

analysis and possibly insurance policies. 

 
USER LIABILITY  
It is crucial for users to understand their role in HRIs. Being able to understand responsibilities and how robotic 

systems work (usability) is essential. Informed consents are possible forms of acknowledgement, where signatures 

(physical or digital) could be collected. 

 
ROBOTIC SYSTEM HACKING  
Hacking attacks and unwanted robotic control could become problematic and dangerous for human users. Such 

attacks have to be contemplated by law and prosecuted in terms of liability and torts. 
 
THIRD PARTY LIABILITY AND INSURANC 
 
Because there is a residual risk in SARs it is likely that we will have insurance systems to delimitate both 

manufacturers’ and users’ responsibilities. Such insurance areas will need to use roboethics guidelines and 

frameworks for helping deciding the level of risk involved into different SARs applications. 
 
 

 
HUMAN SUPERVISION SCHEME 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 11 - HUMAN SUPERVISION SCHEME 

 
During the robotic workshops in interview 2 Espingardeiro (2014) there was a common perspective with both 
caregivers and managerial staff of extra care institutions. The delivered robotic activities had to be closely 

 
©International Journal of Engineering Researches and Management Studies http://www.ijerms.com  

 



[ESPINGARDEIRO, 2(3), March 2015] ISSN:2394-765 
 
 
 
 
 

International Journal of Engineering Researches and Management Studies 

 
supervised. As we saw during the assessment periods there were both advantages and disadvantages emerging from 

the use of SARs. Significant progress was made in the five extra care institutions when it comes to demonstrating 

technological activities that aim for the improvement of communication and socialization among elderly groups. 
 
Nevertheless it is also true that we started to observe some forms of attachment in the robotic animals’ sessions. A 

key element for the progressive ethical introduction of SARs lies in understanding advantages and disadvantages of 

SARs and how to deliver robotics to elderly groups. Simply introducing high tech robots will not solve the 

challenges of demographics, the need for care, human dignity or issues around isolation. Thereby close human 

supervision schemes (figure 11) are needed to balance the exposition of elderly groups to SARs and assistive 

technologies. 
 
During the robotic workshops Espingardeiro (2014), staff comments were issued “we can’t leave elderly people 

fully dependent on robots, these people need human contact”. Similarly elderly participants mentioned that they 

enjoyed the intergenerational contact provided in these types of activities. Comments were made “we enjoy the fact 

that you are here with us”. The supervision scheme raises questions about who provides and has the responsibility 

for human contact and secondly who inspects and measures such levels of human contact being delivered to elderly 

groups. We will probably need the creation of an assessment panel formed by researchers, staff and family 

representatives. Another important point deals with the definition of the duration and periodicity of HRIs. 
 
In terms of ethical principles of beneficence, non-maleficence aligned with social care ethos, it seems that the 

supervision of elderly groups during HRIs works towards their benefit. In the ethical principle of non-maleficence it 

is important to highlight the fact that human supervision could also reinforce the notion of safety when using SARs. 

SARs are likely to be successful but originate also situations of uncertainty where human intervention is needed. So 

the supervision scheme carries also precaution and responsibility towards some of the SARs activities. As part of the 

supervision scheme process social care ethos reinforces the communication and considerations towards people’s 

requests and decisions during the exercise of care. In the human supervision benchmark we are proposing the 

categories and subcategories of assessment panel constitution and periodicity (duration of interactions). 
 
Beyond the crucial human contact it is recommended to have periodic interviews with elderly residents to determine 

their cognitive condition and acceptability towards SARs. Supervising teams and assessment panels have to 

continuously balance peoples’ attitudes, dignity, choices and their health benefits. This will be a permanent feature 

of deploying SARs due to the nature of the human environment. 
 
ASSESSMENT PANEL CONSTITUTION 
 
After interview 2 we considered the constitution of an assessment panel for supervision and assessment of HRIs. 

We found that the most congruent panel would be formed by carers, staff, health professionals and families. Such an 

assessment panel should meet periodically to discuss the outcomes and challenges associated with HRIs. 

 
PERIODICITY 
 
Intrinsically related with the human supervision scheme benchmark is the periodicity (e.g. daily, weekly) and 

duration of SARs interactions (e.g. 45m; 1.5 hours). Vulnerable groups such as the elderly usually suffer from 

cognitive and physical problems, isolation, depression and emotional deficits which have to be well balanced 

in terms of their exposition to SARs environments. 
 
PROPOSED ROBOETHICS FRAMEWORK 
 
 
 
©International Journal of Engineering Researches and Management Studies http://www.ijerms.com  

 



[ESPINGARDEIRO, 2(3), March 2015] ISSN:2394-765 
 
 
 
 
 

International Journal of Engineering Researches and Management Studies 

 
In the previous section we proposed a re-interpretation of Feil-Seifer’s HRI benchmarks based on a combination of 

the cardinal medical ethical principles, social care ethos and robotic workshops conducted by(Espingardeiro 2014). 

As a result we consider 11 HRI benchmarks with extended categories. Such re-interpretation offers a better 

understanding between the ethical nature of HRIs and the practical exercise of developing and introducing SARs in 

elderly care. Thereby the reframed benchmarks constitute important elements to be included in a Roboethics 

framework of reference. Such framework will involve selecting the most appropriate set of HRI benchmarks for a 

particular SAR scenario with the interaction of elderly groups. Thereby the proposed Roboethics framework 

includes the following steps: 

 
1. HRI benchmarks analysis: in a specific SAR context the most relevant HRI benchmarks are selected.  
 
2. HRI benchmarks templates: in this step the generic and individual HRI benchmarks templates are completed. 
Detailed supervision scheme information is obtained at this stage.   
3. Revision: revision process to improve SARs.  
 

 
CONCLUSION  
Social assistive robotics is a new area of research that is focused on the outcome of HRI in terms of rehabilitation, 

convalescence and motivation. Robotics science starts to demonstrate a high potential for offering cognitive 

assistance, communication, supervision and entertainment for vulnerable groups. However the introduction of SARs 

within elderly communities is not an easy task. There are emerging ethical issues that must be explored through the 

use of HRI benchmarks for guiding robotics developers and ultimately users when it comes to develop and use 

SARs. 
 
This article proposed a Roboethics framework based on the interpretation of the core ethical principles of 

beneficence, non-maleficence, justice and autonomy aligned with social care ethos. Based on such interpretation we 

have reframed the current HRI benchmarks of Feil-Seifer and Matarić (2009) and presented the findings through a 

visual representation that could significantly help developers and all stakeholders involved in the field of SARs. The 

framework involves three steps: visual representation of relevant HRI benchmarks, templates completion and finally 

a revision process. As Veruggio Solis and Loos (2011) refer, Roboethics “tries to develop scientific, cultural, 

technical tools that can assist the development of robots and its diffusion in society”. This contribution is part of the 

new curriculum of Roboethics. However further work is needed. Of primary importance is the articulation between 

the theoretical analysis (ethics) and practical exercise of SARs. As SARs technologies evolve we will need to revisit 

the proposed Roboethics framework, test it, and refine it to improve our understanding on the emerging ethical 

challenges in SARs. 
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APPENDIX 

 
Generic robotics application template 

 

Name of the 
robot: 
 

 
Write the name/title of the robot/device that will be used. 

 

Main SAR 
objective: 
 

 
What is the main objective of using this particular SAR application? 

 

Location where 
the HRIs will 
take place: 
 

 
Location where the robotic activities will take place (care/extra care, institution name and 
address). 

 

Main HRI 
benchmarks 
involved: 
 
  

 
Relevant: 
 
If possible add the main HRI benchmarks 
involved in this HRI. 
 
 

 
Not Relevant (why): 
 
Add the not relevant HRI benchmarks together 
with explanation. 

 

Supervision 
team: 
 

 
Add the names and pre-determined roles of the selected supervision team.  

 

Supervision 
scheme: 

 
Periodicity: 
 
How often the HRIs are likely to occur (daily, 
weekly, monthly?) 
 
 

 
Duration: 
 
How long are the HRIs? E.g 15m, 45, 3 hours? 

 

Stakeholders 
involved in the 
HRIs: 
 

 
Who is involved in the robotic activities: institution representatives, elderly associations, relatives’ 
representatives, governmental or companies/industrial partners? 

SARs owner: Name all parties involved in supply. 

 

Additional 
comments: 

 
Extra elements to consider. 

 

 

 

 

 

 

 

 

 



 
HRI benchmark template: 

 

HRI benchmark: 
 

 
Write the HRI benchmark title. 

 

Iteration 
number and 
date of revision: 
 

 
Iteration number (review) for this particular benchmark (e.g. 3rd). Also include the revision date. 

 

Main robotic 
objective: 
 

 
What is the main objective of using a particular SAR application with elderly groups? 

 

Description: 

 
 
Generic description of the benchmark. What it is trying to investigate and guide in terms of 
development and introduction of a particular SAR to elderly groups. 
 
 
 
 

 

Categories and 
subcategories 
identified: 
 

 
Write down the identified categories and subcategories for this benchmark in a particular SAR 
scenario. 
 
Category A 

1. Sub Category A1 
1.a. Sub Sub category A1.1 
 

2. Sub Category A2 
3. … 

 

Possible new 
categories: 
 

 
If new categories are found and relevant add them here. 

 

Emerging 
relationships 
with other HRI 
benchmarks: 
 

 
Write down the potential/identified relationships between HRI benchmarks. 

 

Expected 
responses: 
 

 
Expected elderly groups responses relative to the current benchmark. 

 

Observations: 

 
Add observations. 

 

Additional 
comments: 
 

 
Extra elements to consider in this benchmark.   

Detailed 
description: 

 

  



The SARs research team (manufacturers, care institutions or academic body):  

 

HRI benchmark: add the HRI benchmark 
 

Revised: add date 

 

Name 
 

Signature 
 
Person A 
 

 

 
Person B 
 

 

 
Person C 
 

 

 
Person D 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


